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Abstract
Stream processing is used for real-time applications that deal with
large volumes, velocities, and varieties of data. Stream processing
frameworks discretize continuous data streams to apply computa-
tions on smaller batches. For real-time stream-based data analytics
algorithms, the intermediate states of computations might need to
be retained in memory until the query is complete. Thus, a massive
surge in memory demand needs to be satisfied to run these algo-
rithms successfully. However, a worker/server node in a computing
cluster may have limited memory capacity. In addition, multiple
parallel processes might be running concurrently, sharing the pri-
mary memory. As a result, a streaming application might fail to
run or complete due to a memory shortage. Although spilling state
information to the disk can alleviate the problem by allowing the
query to finish, it will cause significant performance overhead. An
in-memory-based object store as the state backendwill also perform
poorly due to the added communications with the external object
store and serializing/deserializing the objects. This paper proposes
a multi-level caching architecture to mitigate the surge of memory
demand from the processes running complex stateful streaming
applications. The multiple levels of the cache span across the pro-
cess heap space, in-memory distributed object store, and secondary
storage. The objects/states required in the computation are always
served from the fastest level of the cache to boost the application
performance. We also provide a multi-level caching library in Java
which can be used to implement scalable streaming algorithms. The
underlying cache management completely abstracts the multi-level
cache implementation from the application and handles seamless
migration of states/objects across different levels of the cache. In ad-
dition, the multi-layer caching architecture is configurable (i.e., an
application can choose to leave out a cache level.) The experimental
results demonstrate that our proposed multi-level caching approach
for state management can manage large computational windows
and improve the performance of an actual streaming application
up to three times compared to the in-memory object store-based
state backend.
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1 Introduction
Real-time data analytics algorithms are used in many application
areas such as fraud detection, stock trades, business analytics, cus-
tomer/user activity tracking, and IT systems monitoring. Although
traditional batch-oriented systems can process large chunks of
static data, they can not be used to handle such modern applica-
tions where data is generated continuously. Thus, stream comput-
ing frameworks such as Storm[1], Spark[2], Flink[3], and Heron[4]
are used with these applications to process real-time streaming
data. In stream computing, continuous data streams are generally
discretized to apply computations on subsets of data. The interme-
diate data and results of computations are called the state of an
application that can be used in subsequent operations. Researchers
have proposed novel ways[5, 6], such as windowing and key-value
pairs, to represent, manage, and use the computational state of an
application in data stream processing.
Stream processing frameworks can be deployed in a set of Cloud
Virtual Machines (VMs) or physical servers. Multiple processes
are generally created to run in parallel in a particular host. For
example, a window-based ML or data analytics algorithm might
accumulate a large amount of data in a specific time frame to be
processed as a sequence. In addition, if the outputs from one oper-
ation are needed in the subsequent operations, then the states of
computations might need to be retained in memory to reduce the
performance overhead of the application. The memory allocated to
a process can be dynamically increased in size depending on the
primary memory availability of the host. However, as the demand
for memory increases, the total available memory might run out,
especially if multiple processes are co-located in the same host.
Although it is possible to allocate extensive memory to a process
if the OS supports virtual memory, it might lead to severe perfor-
mance degradation due to increased page swapping by the OS. Thus,
it is often infeasible to satisfy the increasing memory demand of
complex stream processing tasks in a scalable manner. There are
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Figure 1: An example of complex interdependent states of
objects in a data analytics algorithm.

some works from academia and industry to achieve transparent
state management. However, there is limited support for the diverse
representation of a process’s state[7]. In most existing state man-
agement frameworks, the abstraction of process states is limited
to key-value pairs. Computational states of a process may, how-
ever, exist in other forms such as graphs, trees, and hashes that can
hardly be represented with key-value mappings[8]. Thus, there is a
need to support arbitrary data structures for state representation
while keeping the entire state management process transparent to
the applications[5, 9]. For example, data structures offered by the
programming languages such as Arrays, HashMaps, Lists need to
be cacheable without the need to manage the key-value mappings
associated with both the program caches and the in-memory ob-
ject stores. In addition, there is a need to support nested cacheable
data structures such as graphs and trees, which will enable fast
and transparent implementation of complex streaming applications.
Lastly, reducing the excessive overhead of state migration between
the process heap and the state backend is also a key problem that
needs to be addressed.
As a motivating example, consider a streaming application that
collects real-time social media data streams to build a network
graph of users to detect the evolution of communities over time. As
shown in Fig. 1, if the application collects real-time streams over
a vast geographical location, the size of the graph will increase
rapidly, and it would be infeasible to retain the complete graph in
the main memory for analysis. Although some parts of the graph
can be kept in the process heap while the rest can be migrated to a
state backend such as an in-memory object store or disk, this could
result in a severe degradation in performance and may not meet the
needs of the stream processing paradigm due to increased latency.
Thus, based on the usage of the accumulated data/objects, there is
a need for the application to access frequently used data/objects
quickly, possibly from a closer/faster memory location (e.g., process
heap).
To address the problems mentioned above, we propose a multi-level
caching architecture to improve the performance of the stateful and
memory-hungry streaming applications. This is the first approach
to integrating a multi-level cache with stream-based applications
to the best of our knowledge. The multiple levels of the cache span

across the process heap space, in-memory distributed data struc-
ture store, and secondary storage. The states/objects required in
the computation are always served from the fastest level of the
cache to boost the application performance. If the fastest level of
the cache runs out of memory, the objects from the fastest level
of cache are seamlessly migrated to the slower levels of the cache
by following a caching policy. We also provide an Application Pro-
gramming Interface (API) written in Java, which provides a high
level of abstraction to the programmers while developing complex
stateful stream processing applications. The API implements vari-
ous types of cacheable data structures to obtain any complex state
representation. The underlying multi-level caching framework ef-
ficiently handles the memory requirement of any application and
provides a transparent interface to the applications for using the
multi-level cache. In addition, the multi-layer caching framework
is configurable (i.e., an application can choose to leave out a cache
level.)
In summary, the contributions of this work are as follows:

• We propose a scalable multi-level caching architecture to sup-
port the state management of complex streaming applications.

• We implement a prototype system by following the multi-level
caching architecture. We also provide a prototype API in Java
for the proposed multi-level caching architecture as a caching
library for developing stateful stream applications that benefit
from in-memory caching.

• We incorporate various data structures into the caching API
to represent complex states within any stream application. In
addition, the caching API manages the application state and
cache levels transparently.

• We implement real-time streaming and synthetic applications
by utilizing the prototype API to showcase the performance
benefits.

The rest of the paper is organized as follows. Section 2 discusses
the related literature and highlights the gaps in the current works.
Section 3 presents the proposed system architecture. Section 4 pro-
vides the details of the implemented prototype system. Section 5
depicts the proposed multi-level caching library. Section 6 discusses
experimental settings, benchmark applications, and various state
management approaches used in the evaluation. Section 7 demon-
strates the performance evaluation of various state management
approaches while running the synthetic application as the bench-
mark. Section 8 shows the comparison of various state management
approaches while running the real benchmark application. Finally,
section 9 concludes the paper and highlights future work.
2 Related Work
Iterative Machine Learning (ML) algorithms such as PageRank,
K-Means, and its variants[10] work in a step-by-step manner to
converge towards a final solution. To deal with big state sizes, some
algorithms either try to approximate smaller states[11] or use fewer
iterative steps[12–14]. However, these approximate algorithms sac-
rifice accuracy for performance. Furthermore, for emerging applica-
tion scenarios, such as the Internet of Things (IoT), social media data
analytics, real-time business analytics, and fraud detection, contin-
uous data streams must be processed with minimum delays[8]. In
addition, real-time updates and maintenance of big states for these
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applications become more challenging due to limited primary mem-
ory availability. Lastly, the state management framework needs to
be transparent and support a variety of data structures to represent
complex states[7] so that it is easier to create and deploy real-time
stream-based analytics algorithms.
2.1 State Management in Big Data Frameworks
Big data and stream computing frameworks lack support for trans-
parent and real-time state management[7]. For example, Apache
Storm only supports stateless processing. Storm implements state
management at the application level to ensure fault tolerance and
scalability of the stateful applications. However, there is no native
mechanism to manage the state within the framework. To over-
come this limitation, an extension of Storm called Trident[15] has
been proposed to provide an abstract layer for state management.
Heron[4] uses stateful topologies consisting of spouts and bolts. In
the Heron topologies, spouts and bolts automatically store their
states when processing tuples. Heron also uses tuple acknowledg-
ments for fault tolerance. Samza[16] manages large states (e.g.,
multiple GBs in each partition) by snapshotting states in local stor-
age while using Kafka[17] to carry out state changes. Spark[2]
implements state management by updating operations via trans-
formations in the DStreams (i.e., a discretized stream). Fault tol-
erance in Spark is achieved with immutable collections or RDDs
(resilient distributed datasets)[18]. During stream processing, Spark
uses micro-batches, where an old state is used to generate another
micro-batch result and a new state. Flink[19] can keep the states in
memory (e.g., internal states as objects on the JAVA heap), can back
up states in a file system (e.g., HDFS), and can also persist states in
RocksDB[20, 21]. However, state management in these frameworks
is mainly done with periodic checkpointing, which is insufficient
for dealing with dynamic state updates in a real-time application.
In addition, these frameworks provide key-value-based state man-
agement, suitable primarily for global snapshot and checkpointing
for fault tolerance purposes. Furthermore, the state backend utilizes
persistent storage, which is not fast enough to cope with dynamic
state updates and migrations from real-time applications. Although
some frameworks support in-memory object stores such as Redis
as the state backend, the performance of real-time applications will
degrade significantly due to continuous communication with the
external store (e.g., Redis), object serialization/deserialization, and
state migrations. Lastly, there is no support for creating different
cacheable data structures to represent the state.
2.2 State Management with In-memory Object

Store Databases
The performance and size of both RAM and faster persistent storage,
such as solid-state drives (SSDs), have become more common these
days. Thus, in-memory object store databases have become popular
to provide millisecond latency to the applications. When data or
objects are kept in such databases, primary memory is used by
default to store the objects for getting a fast query response. Thus,
the application will perform significantly faster if data/objects are
fetched frommemory. However, as data/objects become too large to
fit into the memory, they will be automatically persisted on the disk
by the in-memory object-store. Redis[22] is one such in-memory
data structure store that can be used as a database, cache, and mes-
sage broker. To achieve a better performance, Redis works with

an in-memory dataset. Redis offers replication and, depending on
the application scenario, can persist data periodically to disk or by
appending each command to a disk-based log. If only an in-memory
cache is required, persistence can be disabled. In Redis, data/objects
can be stored as key-value pairs. There is also limited support to
map data structures such as Lists, Sets, Hashes. RocksDB[20, 21]
also offers a key-value interface where keys and values are arbi-
trary byte streams. RocksDB uses persistent storage for the state
backend and log-structured merge trees to obtain significant space
efficiency and better write throughput while achieving acceptable
read performance. HazelCast[23] offers millisecond latency with
its in-memory dataset and utilizes persistent storage for replication.
However, all these aforementioned in-memory object stores only
provide key-value-based interfaces, so it is not possible to store
complex states/objects for a streaming application[7]. In addition,
compared to the sub-nanosecond performance of the process heap,
the sub-millisecond latency incurred by the communication with
the in-memory object store would significantly reduce the per-
formance of a streaming application if the backend is utilized for
creating, storing, and updating states in real-time. Redisson Live
Objects (RLO)[24] uses Redis as its data storage, where all changes
to the object are translated to Redis commands and operated on
a given Redis hash. The local JVM does not hold any value in the
object’s fields except for the field representing the hash’s key. If
a field of an object is updated, only those changes are pushed to
Redis. If an object is created as an RLO, the object exists entirely
in the Redis and can save critical JVM memory. However, there is
a considerable performance overhead as updating a single field of
a complex object triggers a Redis communication to synchronize
the updated object in Redis. Thus, in-memory object stores are
suitable for fault tolerance, but they are not well-suited to deal with
the challenge of updating dynamic states of real-time streaming
applications.
2.3 State Management with Program Caches
There are some preliminary works to achieve transparent state man-
agement [5, 9, 25, 26] for stream computing. ChronoStream[27] is
one such framework that treats the internal state of an operator as a
first-class citizen and provides state elasticity to cope with workload
fluctuation and dynamic resource allocation. ChronoStream enables
transparent dynamic scaling and failure recovery by eliminating
any network I/O and state synchronization overhead. However,
there is still limited support for the diverse representation of the
state. In addition, most of the abstraction and presentation of oper-
ator states in stream computing is limited to key-value mapping
for ease of implementation. However, for complex stream-based
ML or data analytics applications, computational states may need
to be stored in other forms such as graphs, hashes, and trees that
cannot be stored using a key-value mapping. Program caches such
as Caffeine[28–30], JCache[31], Guava Cache[32], and Ehcache[33]
offer great performance to an application as these caches reside
within the heap space of a process. However, these caches also work
with key-value-based data structures and do not offer automatic
state migration for diverse data structures when the cache size limit
is reached.
In this paper, we propose a flexible caching architecture and a pro-
totype caching library to improve stateful stream computing. As
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Figure 2: The proposedmulti-level caching architecture. Each
process has its own singleton program cache, which is shared
by multiple threads within that process. Different processes
on the same host share the same in-memory object store and
secondary storage. The cachemanager provides a transparent
interface to the application code to enable caching support.

neither a program cache nor an in-memory object store is sufficient
to handle this challenging problem, we bridge the gap by combining
them to form a multi-level caching architecture to improve per-
formance and scalability. In addition, we also support diverse data
structures to represent complex states easily within the application.
Lastly, the state management is kept transparent for easy deploy-
ment of stateful streaming applications. Thus, the application can
use complex cacheable objects without the need to consider any
key-value mappings, caching policies, and multi-layer memory.
3 System Architecture
This section proposes a multi-level caching architecture to support
scalable memory management of stateful streaming applications.
The default heap space of the process is considered the first level
of a cache which is also the fastest level. For the other levels, in-
memory object store and secondary storage are considered. In a host
machine where multiple stream processes are running, each process
will only have a limited amount of heap space. Multiple threads
will share this heap space within that process. The heap space is
used to store objects created dynamically within the process, and
it is generally managed automatically. However, the heap space
might run out if the state of streaming query is too large to fit in. If
some part of the heap space can be managed, it would be easier to
understand when the heap memory limit is approaching and, if so,
how to deal with the increase in memory demand.
3.1 Objectives
To support scalable stateful computing for a streaming application,
we first define the objectives of the system, which are as follows:
(1) Provide a transparent state management system for a stream-

ing application. Thus, the state management system needs to
decouple and hide the underlying memory management details
from the application code.

(2) Support for multiple cacheable data structures (e.g., Lists, Maps),
which can be used by the application to represent the complex
state of a streaming query.

(3) Utilize faster memory and caches efficiently to store application
states/objects. Thus, efficient caching policies should be utilized
to keep frequently accessed objects closer to the application.

(4) Satisfy an increasing memory demand or surge of the streaming
application to complete it successfully. Utilize multiple levels
of the cache to migrate states/objects as required seamlessly.
Provide support for configurable cache levels, so that the appli-
cation can configure the memory allocated to a particular level,
or can entirely leave out a level if needed.

3.2 System components
To achieve the desired objectives, we propose a multi-level caching
architecture for stateful stream processing, as shown in Fig. 2. We
assume that there can be multiple co-located processes (or oper-
ators) sharing the host’s resources in a server, such as the CPU,
primary memory, and disk. The core components for such a system
with multi-level caches are as follows.

(1) Cacheable Objects: The first component of the system is the
cacheable objects coming from different threads/processes. Gen-
erally, objects holding immediate computation results or the
state of an application should be cached as these objects may
need to be accessed frequently by the application. As we con-
sider a multi-level memory, an object created in the program
memory may need to be moved from the program memory to
the in-memory object store or the secondary storage. Hence,
all the cacheable objects must be serializable.

(2) Cache Manager: In a typical application/process, objects are
created dynamically in the heap space, and there is usually no
need to manage this memory. However, a stateful streaming
application might run out of program memory, so managing a
part of the heap is better to handle the surge inmemory demand.
The cache manager acts as an interface between the application
code and a managed chunk of memory in the heap space and
manages all the different memory levels, including caches. The
memory management is transparent to the application, which
means the cache manager decides where to create objects and
keeps track of state/object migration and deletion.

(3) Memory Levels and Caches: The available memory spans
across different levels, such as a 3rd party cache in the heap
space, in-memory object store, and secondary storage. The
3rd party cache located in the heap space is the first and the
fastest level of this architecture. It is located inside the pro-
cess’ dedicated heap space, so multiple threads can only share
it within that application/process. The benefit of using a 3rd
party cache such as Caffeine[28], JCache[31], Guava Cache[32],
and Ehcache[33] is that these caching libraries already have
efficient caching policies suitable to run for different work-
load types. Thus, the cache manager can just configure and
utilize the program cache to create and store objects. When
a surge of memory demand happens (i.e., the cache becomes
full), the caching policy of the 3rd party cache automatically
determines the victim object(s) for eviction. The cache manager
then migrates these objects to the next level of memory. The
in-memory object store is the second level that resides in the
primary memory (RAM) but is slightly slower than the first
level due to the communications involved to create/fetch/delete
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objects by the in-memory object store module/software. How-
ever, it is still significantly faster than secondary storage. The
in-memory object store is dedicated to the host VM/server,
and it is shared by multiple applications/processes within that
server. The last and slowest level of the architecture is the sec-
ondary storage (e.g., SSD or HDD), which is only used when
objects are spilled or backed up from in-memory object stores
to the disk. The in-memory object store automatically handles
the disk spilling following a predefined eviction/snapshotting
strategy. Although secondary storage causes a significant over-
head, our proposed architecture still utilizes it. This is because
the primary memory may not be sufficiently large even after
using both program caches and the in-memory object store
databases to minimize memory consumption.

(4) Caching Policy: The 3rd party program caches run a caching
policy to determine which objects to evict from the cache when
the cache is full. In the case of an eviction, the cache manager
can process the event and fetch the evicted object from the pro-
gram cache. Then this evicted entry can be migrated to other
levels of the memory hierarchy. Depending on the application
scenario, the performance of different caching policies might
vary. However, for window-based or iterative streaming appli-
cations, a caching policy that considers both frequency and
recency should perform well because the application tends to
work on objects that have been created recently in the current
application window.

3.3 Design Choices and Trade-offs
A multi-level cache may introduce some performance degradation
to the application due to cache management, objects migration,
communication between different memory components. Thus, it
might not be suitable for all the streaming applications to use the
complete multi-level cache architecture as shown in Fig. 2. The pro-
posed architecture can be varied by deciding whether a particular
memory level or cache is needed or not. Here, we discuss the two
different design choices and their trade-offs.

(1) In-memory Object Store Only: In this approach, the fastest
level (program memory) does not incorporate any cache, and
all the objects are maintained entirely in the in-memory object
store based backend. If the in-memory store runs out of memory
(due to heavy memory demand or use of the same store from
multiple processes within the same server), it will automatically
manage the disk spilling of objects. If an application needs to
maintain a low memory footprint in the process heap space, it
should only use the in-memory object store-based state backend
to store and update states. In this case, the application only uses
the state backend for fault tolerance, and it should not carry out
updates too often. Otherwise, frequent updates to the states that
resided in the in-memory object store can degrade performance.

(2) Program Cache with In-memory Object Store: In this ap-
proach, the complete multi-level caching setup will be used
as shown in the system architecture. A program cache will
automatically manage a part of the process heap space while
creating/fetching/updating objects. In addition, if any objects
are evicted from the program cache, they should be seamlessly
migrated to the in-memory object store. There will be a slight

overhead on the program cache library in this approach. How-
ever, if the application has a large memory footprint and heavily
reuses objects, the performance improvement may outweigh
the cache management overhead. In addition, the program
cache size can also be varied to tune the memory footprint
of the application in the process heap space.

4 Prototype System Implementation
Most existing stream computing platforms are implemented in Java
or use the Java Virtual Memory (JVM) to create stream operators.
Hence, we have implemented both of the caching approaches in
Java to offer diverse cacheable data structures for representing the
state of complex streaming applications. Furthermore, we have
extended the RAPID[34] system to enable caching support for state-
ful complex stream-based data analytics applications. RAPID is
a complete stream computing platform where users can perform
interactive social media data analytics. The users can submit their
queries through web portals or Java GUIs, and the queries are col-
lected by using Apache Kafka as the message broker. In addition,
the system uses Apache Storm as the stream compute engine, where
Twitter streaming APIs collect real-time streaming data for any
chosen topic, and Storm spouts are used to pre-process and store
the streaming data in MongoDB. Finally, the system creates bolts
(compute units) to execute the user queries.
4.1 In-memory Object Store Only
In this approach, we use an in-memory object store (i.e., Redis) as
the first level of the cache. In Redis, Serializable objects can be stored
as a key-value pair. Thus, for the applications that need caching
support, the classes for which many objects are created and used
frequently must be serialized so that these objects can be stored
and fetched from in the in-memory object at any time. Note that,
for in-memory object stores such as Redis, the most outer level is
the secondary storage managed by Redis and used for the periodic
snapshot of states for fault tolerance or spilling of states in case of
memory shortage. We implement a cache management library that
provides flexible APIs to create cacheable objects for a streaming
application. The cache manager is responsible for managing the
objects entirely without any intervention from the application logic.
Thus, the entire caching logic is abstracted from the application.
We employ Redis Buckets to create objects in the multi-level caching
architecture. In this type of Redis object, the serialized objects can
be created in Redis memory as a key-value pair. If the object is
fetched by the JVM and modified, the changes will not be reflected
automatically in the Redis cache. Thus, the outdated Redis buckets
are updated after they have been fetched and modified in the JVM.
4.2 Program Cache with In-memory Object

Store
To mitigate the need to write custom caching policies tailored
to a particular application, existing caching libraries can be used
to create program caches in the JVM. These program caches can
provide near-optimal hit-rate across various application scenarios.
In this architecture, we use Caffeine[28] as the program cache. Thus,
instead of creating objects directly into the JVM, we utilize the
cache manager to create the Serialized objects in the Caffeine cache.
We employ a centralized singleton Caffeine cache for a particular
JVM so that multiple threads within the same application can use
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the cache without overwhelming the JVM memory capacity. A
predefined size of the Caffeine cache can be defined to occupy the
JVM memory, and the rest of the JVM memory is kept free to create
any other objects within the application. The size of the cache can
be represented either as a total weight for all the objects in the
cache (e.g., total memory consumption in MB) or a total number of
objects that the cache can hold before eviction.
The Caffeine cache uses the TinyWindowLFU[35] caching policy,
which considers both frequency and recency. Thus the caching pol-
icy works well across various application scenarios with different
cache access patterns. As window-based streaming algorithms use
the most recent and frequently occurring states, the caching policy
can help to keep most of the required objects by the algorithm in
the cache. Only when the size of the cache is full the caching policy
will automatically decide which objects need to be evicted. As the
evicted objects/states might be needed in subsequent operations,
we store the evicted objects in the secondary caching level (Redis).
If the object is needed in the future (in case of a cache miss), the
object is loaded from the Redis cache to the Caffeine cache. Note
that, in this approach, objects are always used/updated in the JVM
to improve the performance of the application. Thus, if an applica-
tion does not require a large memory capacity, all the objects will
reside in the JVM (Caffeine cache), and the application will not be
impacted by the performance degradation caused by the slower
memory (Redis). Note that, using any data structure or caching
such as Caffeine will introduce some performance overhead due to
the cache management compared to the use of bare JVM memory.
Note that, this paper focuses on the architectural perspective of
the memory limitation of streaming applications. We have utilized
the existing available technological tools (e.g., Caffeine, Redis) to
implement the prototype system. However, the proposed archi-
tecture can be extended to support other technological tools and
design choices. In fact, while developing the prototype system, we
have considered alternatives such as Memcached, Hazelcast, etc.
These alternatives did however showcased subpar performance as
compared to the Caffeine and Redis combination.
5 Multi-level Caching Library
In this section, we provide a brief discussion on the various core
components of the multi-level caching library1 implemented in
Java. Fig. 3 provides a class diagram for the implemented multi-
level caching library, which can be used in a streaming application
to provide caching support with flexible data structures, so that
complex states of the application can be represented easily. De-
pending on the application scenario, the complete multi-level setup
can be used where both the program cache (i.e., Caffeine) and the
in-memory object store (i.e., Redis) can be used as different levels
of the cache. In addition, a particular level of the cache can also
be disabled. For example, if an application requires cacheable data
structures with only Redis as the cache, the program cache can be
disabled. Now, we briefly discuss the core classes of the caching
library as follows.
• Cacheable: This is an interface that must be implemented by
a class for which the created objects can be cached if required.
When an object is created for a class that inherits this inter-
face, the object automatically gets a unique ID. This unique

1https://github.com/tawfiqul-islam/MemoryManagerJVMRedis

id is important because the cache works as a map where each
value/object has to be associated with a key. For example, if
we require to cache the objects from an array, there is no key
associated with these objects. Hence, providing an interface to
manage the unique keys used with the various objects addresses
this problem.

• ApplicationDriver: This is the main application code which
runs a particular streaming algorithm. The application can
choose to create any number of cacheable objects or data struc-
tures holding cacheable objects. Whenever creating any object,
the application driver should use the CaffeineObjectFactory.
Depending on the caching approach, the underlying memory
management API decides whether to create the object in the
Caffeine cache or Redis.

• CacheableAppClass: There can be one or more Cacheable
classes for which the objects can be cached if required. Note
that all these classes must implement a Serializable interface
to ensure that cached objects can be serialized/deserialized
seamlessly across different memory levels.

• CaffeineCacheManager: This is the primary cache manage-
ment class that manages the underlying memory levels. This
class can be configured to choose whether to use a primary
program cache such as Caffeine and set the size of the Caffeine
cache if used. In addition, it can also be used to configure the
in-memory Redis store. Data structures that hold cacheable
objects such as CaffeineHashMap, CaffeineArrayList, and Caf-
feineHashset are also managed from this class. If the Caffeine
cache is used, this class creates and holds the data structure for
a Caffeine cache shared across multiple threads within the same
application/process. Thus, objects from different data structures
(e.g., CaffeineHashMap) or different threads are maintained by
using the unique keys. When a particular object is created, mi-
grated, or deleted, the cache manager performs the necessary
memory management tasks associated with the particular oper-
ation. For example, if an object is accessed, the cache manager
can check whether it is available in the primary cache (Caf-
feine) and passes a valid reference of this Caffeine object to the
application. If the object does not exist in the primary cache,
the object is loaded from the other levels to the primary level,
and then a valid reference is passed on to the application code.
Thus, from an application’s perspective, the objects are always
accessible from the object reference it holds, but underneath,
the cache manager resolves the valid reference to the object.

• CaffeineObjectFactory: This factory class is used to create
objects in the Caffeine cache. An application can create regular
JVM objects of a cache-enabled class if no caching support is
required. However, if caching support is required, the cacheable
objects must be created through the CaffeineObjectFactory, so
that the object reference can always be resolved from the cache
by the CacheManager.

• RedisObjectFactory: This factory class is used to create, fetch
or delete Redis objects. The application code does not have ac-
cess to this class and is exclusively used by the CaffeineCache-
Manager as required.
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Figure 3: Class diagram for the multi-level caching library. Application driver is a sample application code that can use any type
of cacheable data structure to represent a complex state. The cache manager provides a transparent interface and automatically
manages the state updates/migrations. The application code can also utilize the cacheable interface to create cacheable objects.

How to use the Cacheable API: The caching library can be im-
ported in Java-based stream application development. As an exam-
ple, consider an application that requires an ArrayList where any
element of the ArrayList can be cached to provide faster access.
The application developer needs to inherit the Cacheable interface
for the class objects which will be stored in the CaffeineArrayList.
In addition, all the array objects need to be created through the Caf-
feineObjectFactory. Now, the CaffeineArrayList supports normal
array operations that the application developer can use. The un-
derlying memory management layer will only keep the associated
unique keys for each object in its internal data structure, but the
actual objects will be kept in one of the memory levels. Each access
to an individual object may cause a cache hit/miss for the Caffeine
cache. If the Caffeine cache becomes full, the memory manager will
automatically migrate evicted objects from the Caffeine cache to
the Redis cache. Thus, in case of a Caffeine cache miss, the desired
object will be resolved from the Redis cache. Similarly, in case of
Caffeine cache hit, the object will be resolved from the cache for
faster access.
Note that the multi-level caching library can be extended to add
more data structures. Although we have chosen Caffeine as the
program cache and Redis as the secondary cache, the proposed
library can be extended to support any other program caches and
in-memory object store databases. The implemented caching library
can be used with JVM-based stream computing frameworks such
as Apache Storm, Apache Spark, and Apache Flink, as it is written
in Java. Thus, the streaming application needs to be written in
Java, and should import the caching library to use cacheable data
structures instead of using typical non-cacheable data structures
provided by the programming language.

6 Experiment Setup
In this section, we first discuss the benchmark applications. Then
we discuss the state management approaches implemented to be
compared in the performance evaluation.
To conduct the experiments, the RAPID[34] system was deployed
in a Virtual Machine (VM) located in the Nectar Research Cloud2.
The VM has 8 CPU cores, 32 GB of memory, and 100 GB of disk
storage. In addition, the caching library is plugged into the RAPID
system to provide caching support for the benchmark applications.
The caching library uses Redisson 3.12.0 for communicating with
Redis for state migration and Caffeine 2.9.2 as a program cache.
Note that, the RAPID system utilizes Apache Storm as its compute
engine. Hence, both the synthetic and the real applications run as
storm bolts (processes) in the system.
6.1 Benchmark Applications
(1) Synthetic Application: We have developed a synthetic ap-

plication in Java to evaluate the application performance and
memory footprint for different state management approaches.
The application collects data from a file stored in the disk and
dynamically creates objects for these files in real-time to mimic
a sizeable increasing state. Hence, each object contains a large
file (approximately 50MB), which the application may require
access to make changes. The JVM heap space may not be suf-
ficiently large to hold all these data objects that need to be
processed, and the access request to any data object can be
repeated. The motivation behind the design of this application
is to simulate the out-of-heap-space problem that occurs with
memory-hungry streaming applications.

2https://ardc.edu.au/services/nectar-research-cloud/
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To present a realistic object access pattern to different state
management approaches, we have generated the access pattern
by following a Zipf distribution. There are 102 unique objects,
with 1000 accesses to these objects in the experiment. The JVM
heap space memory is capped at 3GB (3000MB) by using VM
options in the JVM (-Xmx 3000MB) so that we can simulate the
limited heap space memory scenario. For the Caffeine-Redis-
based multi-level cache, the Caffeine cache size is varied from
10% to 30% of the total JVM heap space with a 5% increment. In
addition, we have utilized a weighted loading caching for Caf-
feine so that the cache eviction triggers when the total memory
footprint of the cached objects exceeds the predefined maxi-
mum weight of the cache. All the experiments are conducted
three times, and the average results are taken.

(2) Real application:We have chosen the online Spatio-temporal
event detection algorithm[36] as our real benchmark applica-
tion. This algorithm uses social media data streams to detect
events at different time and space resolutions. The algorithm
utilizes a quadtree-based method to split the geographical space
into multi-scale regions based on the density of social media
data. Then, an unsupervised statistical approach is performed
to identify regions with an unexpected density of social posts.
The algorithm also estimates the event duration by merging
events in the same region at consecutive time intervals. A post-
processing stage is used to filter fake or incorrect events. This
application uses rolling windows to process Tweets in a partic-
ular time interval where the time interval can be multiple days.
Thus, as the application progresses, the size of the quadtree
increases. In addition, the application needs to update states
(quadtree join, merge, and prune) in real-time. This algorithm
requires representing and updating complex computation states.
We have implemented it with our proposed multi-level caching
library to enable caching support for the quadtree structure.
The motivation behind the design of this application is to ob-
serve the applicability of the proposed caching library in a
real-time application that requires caching of complex object
states.
We collected Twitter streaming data for four different time
intervals from December 1, 2020, to December 8, 2020, to be
used with the event detection algorithm. The four intervals
have an increasing number of tweets, where the number of
collected tweets are 120k, 131k, 157k, and 172k, respectively.
We have varied the size of the Caffeine cache from 10% to 30% of
the total collected tweets with a 5% increment. In addition, we
have utilized a size-based loading caching for Caffeine so that
the cache eviction triggers when the total number of cached
objects exceeds the predefined maximum size of the cache. All
the experiments are conducted three times, and the average
results are taken.

6.2 State Management Approaches:
We have implemented the benchmark applications in the proposed
multi-level caching approach, the Redis-only state management
backend, and as a native JVM-based application (the best baseline
regarding performance).
(1) JVM-based (native application): This is a native implementa-

tion of the benchmark applications, where no caching support

is provided. However, the algorithm only uses the JVM heap
space to maintain application states. Thus, the JVM-only ap-
proach serves as the fastest baseline, which can be used to
compare the proposed approaches for streaming windows that
fit into the memory.

(2) Redis-only Cache: In this approach, the Redis cache is used
to store all the objects of an application to save up critical heap
space. Whenever access to an object is required, the object state
is migrated from the Redis to the JVM for the application, and
then the updated state is propagated back to Redis.

(3) Caffeine-Redis Cache: This is a multi-level caching approach
that spans from the JVM heap space to the Redis cache. The
cache manager manages a part of the JVM heap space with
the Caffeine cache. Thus, objects are created and stored in
the Caffeine cache for faster performance. However, when the
cache is full (either cache size limit reached or the total cache
weight limit is reached), the caching policy in Caffeine starts
evicting objects. Therefore, we seamlessly migrate these objects
to Redis so that they can be fetched later if required.

7 Performance Evaluation - Synthetic
Application

We first evaluate the performance of various state management ap-
proaches while running the synthetic application as the benchmark.
Then, we present the application performance across different al-
ternatives coupled with the memory footprint incurred by these
approaches. Finally, we present the effect of cache sizes on cache hit
rates for the multi-level cache-based state management approach.
7.1 Evaluation of Application Performance
As the synthetic application demonstrates the characteristics of a
real-time application that is memory-hungry and makes real-time
access to a large amount of data, the JVM-based baseline runs out
of memory after completing the application only partially. Thus, to
conduct the relative performance analysis between the proposed
approaches, we collect the application completion times up to a
point when the JVM approach fails. In addition, we record the
completion times for an entire run of the synthetic application for
the Redis-based approach and the proposed multi-level approach
with varying cache sizes. The relative slowdown for an approach
as compared to the native JVM is calculated by:

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒_𝑆𝑙𝑜𝑤𝑑𝑜𝑤𝑛 =
𝑇𝑝𝑟𝑜𝑝𝑜𝑠𝑒𝑑

𝑇𝐽𝑉𝑀

where 𝑇𝑝𝑟𝑜𝑝𝑜𝑠𝑒𝑑 is the time for the application to complete in a
chosen interval by a proposed approach. Thus, the lower the relative
slowdown, the better (and closer) an approach performs to the
native JVM.
Fig. 4a depicts the relative slowdowns incurred by various state
management approaches as compared to the native JVM implemen-
tation. Note that these results are collected from a partial run of the
application (a sequence of 382 accesses to different objects by the ap-
plication), as the JVM fails after this point. The results indicate that
the Redis-based state backend performs the worst as it creates and
manages all the objects in Redis, resulting in a 12.3x performance
slowdown. However, the relative slowdown is lower for the multi-
level cahing-based approach and varies between (2.2x to 1.8x) for
different cache sizes. As shown in Fig. 4b, the Redis-based approach
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Figure 4: Experimental results for different state management approaches while running the synthetic application. (a) shows
the relative slowdowns of different state management approaches as compared to the native JVM-based approach for a partial
run of the application, (b) shows the completion times of different approaches for a complete run of the synthetic application,
(c) shows the comparison of the memory footprints for different approaches, and (d) shows cache hit rates for the multi-level
caching based state management approach with varying cache sizes.

takes 212 seconds on average for completing the execution of the
application. The multi-level caching-based approach showcases
stable performance, and the application completion time reduces
linearly with the increase of the cache size. It can be observed that
a 30% cache size of the total JVM memory performs the best and
completes the application within 25 seconds.
7.2 Evaluation of Memory Footprint
In this evaluation, we investigate the memory usage of all the ap-
proaches. As depicted in Fig. 4c, the JVM memory footprint is high-
est (3GB) as it tries to fit all the data into the heap space. Even when
using the highest amount of heap space, the JVM-based approach
still fails to complete the execution of the application. All the other
compared approaches have lower memory footprints than the JVM
and can still complete the execution of the application. The Redis-
based approach consumes the smallest amount of memory as all
the objects are always kept in the Redis memory, outside the heap
space. Note that, the memory footprint incurred by Redis includes
only the memory utilized in the JVM, but excludes the total Redis
memory used in a host node. For the multi-level caching approach,
the memory footprint increases with cache size. Even though the
Redis-based approach has a low memory footprint, the applica-
tion performance is degraded significantly (the approach sacrifices
performance to save memory). On the other hand, the multi-level
caching approach reduces the memory footprint and showcases
stable performance (achieving a delicate balance between memory

usage and performance overhead). Lastly, depending on the applica-
tion scenario, an appropriate cache size can be selected to tune the
application to be either memory-efficient or performance-efficient.
7.3 Effects of Cache Sizes on Cache Hit Rate
This evaluation observes the effects of cache sizes on the cache hit
rate percentage produced by the multi-level caching approach. In
a complex stream-based data analytics algorithm, it is crucial to
produce high hit rates since a cache miss implies that the objects
need to be fetched from the secondary level (in-memory object
store such as Redis), which will negatively impact the application
performance. As highlighted in Fig. 4d, even for a small cache with
only 10% of the JVM heap, the cache hit is above 90%. Furthermore,
as the size of the cache increases, the cache hit rates also increase.
8 Performance Evaluation - Real Application
This section evaluates the performance of various state manage-
ment approaches while running the real event detection application
as a benchmark. We compare the performance of these approaches
in terms of application performance. We also demonstrate the ef-
fects of cache management overhead and cache sizes.
8.1 Evaluation of Application Performance
We first evaluate the performance of different caching approaches
for the event detection algorithm. As the JVM-based native ap-
proach serves as the fastest baseline, we have used the application
completion time for the JVM to calculate the relative slowdown

75



DEBS ’22, June 27–30, 2022, Copenhagen, Denmark Islam, et al.

Redis CR-10% CR-15% CR-20% CR-25% CR-30%
0.0

0.5

1.0

1.5

2.0

R
e
la

ti
ve

 S
lo

w
d
o
w

n

(a) Interval-1 (#Tweets =120k)

Redis CR-10% CR-15% CR-20% CR-25% CR-30%
0.0

0.5

1.0

1.5

2.0

2.5

3.0

R
e
la

ti
ve

 S
lo

w
d
o
w

n

(b) Interval-2 (#Tweets =131k)

Redis CR-10% CR-15% CR-20% CR-25% CR-30%
0

1

2

3

4

5

R
e
la

ti
ve

 S
lo

w
d
o
w

n

(c) Interval-3 (#Tweets =157k)

Redis CR-10% CR-15% CR-20% CR-25% CR-30%
0

1

2

3

4

5

6

R
e
la

ti
ve

 S
lo

w
d
o
w

n

(d) Interval-4 (#Tweets =171k)

Figure 5: Relative performance comparison of the Redis-only and the Caffeine-Redis based multi-level caching approach
relative to the JVM-based implementation of the event detection algorithm. (a)-(d) show the relative slowdowns observed
for different time intervals: e.g., (a) has the smallest interval, whereas (d) has the largest interval in terms of the number of
collected Tweets.

incurred by the other state management approaches. Note that, for
comparing with the best baseline, we assume that the application’s
data perfectly fit in the JVM memory for the JVM approach so that
the application can be completed within the shortest time. Next, we
experimented with varying cache sizes for the proposed multi-level
caching approach to investigate whether the application perfor-
mance is comparable to the native JVM when we have a limited
memory capacity due to smaller cache sizes. This evaluation will
help us understand whether the process heap size reduction can be
tolerated with managed caches that take limited space in a heap.
Fig. 5 shows the relative slowdown comparison of the native JVM-
based implementation of the event detection algorithm with both
Redis-based and the Caffeine-Redis multi-level cache-based state
management implementations for four different time intervals.
There is no memory, object size, or cache size limit on the JVM.
Thus, its performance is always the same. For the Redis-based ap-
proach, the state of objects is directly saved into Redis. Thus, the
objects are fetched from Redis whenever the application needs to
change/update states. When the total number of tweets increases,
many states need to be saved in the Redis backend, resulting in a
performance slowdown for the application. As shown in Fig. 5a, for
a smaller interval, the performance slowdown is 2x for the Redis-
based approach as compared to the native JVM implementation.
However, as the interval size increases, performance slowdown also
increases (Fig. 5b, 5c, 5d for up to 6x). The Caffeine-Redis implemen-
tation shows varying performance with different cache sizes. For
small and medium intervals (Fig. 5a-5b), the slowdowns incurred for

different cache sizes range between only 1.1 (CR30% for interval-1)
to 1.25 times (CR10% for interval-2). For large intervals (Fig. 5c-5d),
when the cache size is smaller (CR10% to CR15%), the performance
slowdown observed is up to 3 times. However, as the cache size
increases, the performance improves, and the application comple-
tion time decreases as most of the application states/objects can be
accessed directly from the Caffeine cache due to an increased num-
ber of hits. As an example, when the cache size is 30% in interval-4
(Fig. 5d), it only produces a 1.4 times slowdown as compared to
the native JVM. Thus, when the number of objects exceeds the size
of the cache, the caching policy automatically selects the victim
objects for eviction, which are migrated to the Redis cache. If these
objects are accessed again, they are automatically loaded from the
Redis cache due to a cache miss event in the Caffeine cache.
8.2 Effects of Cache Management Overhead
In this evaluation, we investigate whether there is an overhead
associated with using the multi-level Caffeine-Redis based caching
approach. This experiment is done with varying cache sizes, but
all the caches are large enough to fit all the application data. Thus,
the performance slowdown incurred in this experiment will result
from cache management only. Fig. 6 shows the relative performance
slowdown of the Caffeine-Redis approach for varying cache sizes.
When a JVM based application is launched, the first requests it re-
ceives are generally significantly slower than the average response
time. This warm-up effect is due to class loading and bytecode
interpretation at startup. After 10k iterations, the main code path
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Figure 6: Effects of cache management overhead on the appli-
cation performance for varying cache sizes of the proposed
multi-level cache. The relative slowdowns are calculated in
terms of the native JVM performance of the application.

is compiled and ’hot’. Thus, when there are only a small number of
tweets (<10k), the native JVM performance is worse than the Caf-
feine cache. For smaller cache sizes (around 10k to 20k), the Caffeine
cache management exhibits warm-up delays, which result in slight
performance slowdowns (around 10-15%). However, a surprising
trend can be observed for huge caches with many data (tweets). For
these cases, the native JVM application experiences slowdowns due
to many object creations and deletions, which result in Garbage
Collection (GC) overheads. This overhead increases with interval
size. For large intervals, the Caffeine-Redis cache overcomes the
warm-up delay and performs better than the native JVM as it does
not suffer from the GC overhead.
8.3 Effects of Cache Size
We now discuss the cache statistics recorded from the Caffeine
cache while running the event detection algorithm for various
cache sizes over a large interval (interval-4 with 171k objects).
When the cache size is smaller, many cache evictions trigger the
migration of objects to the Redis cache. As the application needs
many of these objects in the subsequent operations, the Caffeine
cache misses are resolved from the Redis cache. As communicating
and fetching objects from Redis is slower than the process heap
memory, Redis load time is the main performance bottleneck of
the application. When the cache size is around 30% of the total
objects, the cache is big enough to hold most of the objects so
that only a few eviction happens (Fig. 7a), and a very high rate
(99.99%) is achieved. The Caffeine cache policy performs well even
for smaller cache sizes as the cache hit rate is above 99.5% for a
cache size equal to 10% of the JVM heap. Fig. 7b presents the cache
load time statistics with increasing cache size. When the cache size
is small, many cache evictions trigger the migration of objects to
the Redis cache. As the application needs many of these objects in
the subsequent operations, the Caffeine cache misses are resolved
from the Redis cache, so the Redis load time increases. Table 1 and
Table 2 provide the raw numbers for hits/misses, and the Redis load
times, respectively.
9 Conclusions
Stream processing is used in many real-time applications that deal
with large volumes, velocities, and varieties of data. For complex
data analytics algorithms, the intermediate states of computations

might need to be retained in memory, triggering a considerable
surge in memory demand to run the application successfully. This
paper proposes a multi-level caching architecture to mitigate the
surge of memory demand from the processes running complex
streaming data analytics and ML algorithms. We have implemented
two approaches with the caching architecture to support scalable
state management. The first approach uses an in-memory object
store as a state backend and provides diverse data structures to
represent complex states. The second approach uses a program
cache in the heap space to reduce the communication overhead
with the in-memory object store for faster performance. We have
provided a prototype multi-level caching library in Java that can
be used to implement scalable streaming applications. The underly-
ing cache management completely abstracts the multi-level cache
implementation from the application and handles seamless migra-
tion of states/objects across different levels of the cache. We have
implemented a real-time streaming algorithm in Apache Storm
and extended the algorithm implementation with the proposed
caching library. We have also implemented a synthetic application
to demonstrate the limited memory problem in the process heap
and showcased how the implemented approaches tackle the issue.
We have also conducted extensive experiments with real workloads
to compare the performance of the proposed approach against
the fastest implementation. The experimental results showed that
our proposed multi-level caching architecture could handle large
computational windows.
9.1 Limitations and Future Work
In the future, we plan to extend this work by exploring custom
caching policies to be used for migrating objects across various
caching levels instead of using the default policy of the Caffeine
cache. We plan to investigate the problem of optimal allocation
of memory to each layer of the cache. Currently, we use a fixed
amount of memory for each layer, but the implementation supports
configurable memory allocation for each layer. Thus, we plan to
extend this work by making the allocation workload agnostic. We
also want to extend more memory-intensive ML algorithms with
the proposed caching architecture to investigate the performance in
various application and workload scenarios. In addition, we would
like to implement more cacheable data structures into the caching
library so that it would be easier to support diverse and complex
states. We plan to explore the proposed caching architecture with
different types of program caches and in-memory object stores, and
deploy our solution to different stream computing platforms. This
will allow us to conduct evaluation among the native frameworks
with and without the cache-support.
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